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Currently one of the most efficient approaches pace surveillance
problem, as applied in particular to the GEO riognsists in using auto-
matic wide-field cameras that perform nightly sywvef the whole GEO

region visible from the given site. Whatever are #ctual survey strat-
egy and sensor details, such cameras produce eosisied amount of
data per night. An additional important requiremehfast detection and
immediate tracking of newly discovered GEO objentplies that these
data are being processed in real time, which ismaamding task for data
reduction software.

Apex Il is an open general-purpose software platféor astronomical

image processing, used as a standard tool foalirdtta reduction by
members of ISON collaboration. Its major focus msamnsistent use of
advanced automatic algorithms for image pre-procgs®bject detec-

tion and classification, accurate positional andtphmetric measure-
ments, initial orbit determination, and catalog chatg. Here we de-
scribe a number of these techniques currently uségbex Il to support

scanning observations of the GEO region.

Introduction

First of all, the term “GEQO” in this paper refergleed not only to the geostationary orbit
itself but rather to many types of medium and Higinth orbits, including GTO, HEO and oth-
ers. Techniques described below, although they wéially developed mainly to handle GEO
objects, are general enough to deal with opticakolations of any types of space objects pro-
vided their apparent motion differs from that dldi stars. If this requirement is met it is possi-
ble to adopt an imaging strategy that allows onel¢éarly distinguish between Earth-orbiting
objects and field stars by their morphological mmies in a single CCD image, which greatly
increases computational efficiency of data reductoftware and reliability of automatic object
detection.

The most obvious and important of these propertiescribed qualitatively, is whether a
space object or field star is point-like or exteshd®o “streak” by its apparent motion in the field
of view of optical sensor during integration. Acdimg to this property, we may divide all im-
ages into four classes:

1) point-like field stars and space objects;

2) point-like field stars, trailed space objects;



3) trailed field stars, point-like space objects;

4) trailed field stars and space objects.

The first type of images has the obvious advantiageit does not require any specialized
image processing techniques. However, its practisalin space surveillance is limited to space
objects with apparent motion similar to stars. Appy the same imaging strategy to all other
types of space objects by using very short exposomes reduces sensitivity of optical sensor.
Furthermore, as mentioned above, in this case thare way to distinguish between space ob-
jects and field stars in a single CCD frame. Tk&uits in a need to process all detections in each
frame, which has a great impact on the overall agatpnal efficiency of imaging pipeline.

The second type of imaging strategy which impliesesvations with sidereal tracking
seems to have no sense at all as it also has etyr@mor sensitivity of imaging system with re-
spect to space objects.

According to this approach, the only reasonableginta strategy in space surveillance
implies tracking the target space object if itsaept velocity is known (like in follow-up obser-
vations of a particular object) or assuming somaeeted velocity if it is not (like in survey-type
and discovery observations). Exposure time is th@sen to be long enough to allow one to dis-
tinguish between space objects and field stard@mdhieve reasonable sensitivity, but not very
long to avoid producing extremely long trails otlbdield stars and space objects, which impacts
accuracy and reliability of data reduction.

As it was mentioned above, techniques describee &er applicable to a large class of
space surveillance tasks and orbit types when pipeogriate imaging strategy is used during
observations. However, this paper focuses mainlyestuction of GEO survey data obtained
with wide-field optical sensors as one of the numshputationally challenging problems.

Figure 1 shows an example of a typical raw CCD ieame of about a thousand pro-
duced by a 22-cm aperture 5.5°x5.5° field of vigmi@al sensor of ISON network (Molotov et
al., 2010) during a routine nightly GEO survey. Quighe key requirements in space surveil-
lance is to minimize a delay between exposure &nfihial result in the form of space object co-
ordinates. Although the overall data rat& Gigabytes of pixel data and 500-1000 tracks per
night) can be considered very moderate for a modatamated imaging system, ISON sensors
are installed at locations with no access to supepeiting resources and even often with very
limited Internet connection. Moreover, differenhsers have slightly varying characteristics and
details of implementation of their parts, whicheats various properties of images. All these
considerations lead to very rigid requirementsdata reduction software to be, on the one hand,
quite efficient to be able to process data in tea¢ and, on the other hand, sufficiently flexible
and versatile to accommodate to a wide range aftidata. Unfortunately, it is hard to satisfy
these two requirements simultaneously: excessiwangation often makes the system less
adaptable to changing environment, while maximueRifiility entails an extra overhead of han-
dling endless possibilities. Thus data reductioitmsre should elaborate a sort of compromise
to be able to quickly produce a large amount oébé data.

Apex Il Pipeline for Automatic GEO object detection

Apex Il (Devyatkin et al., 2010) is a general-pwemlatform for astronomical image
processing, modeled after such well-known scientifita analysis packages as IRAF, MIDAS,
IDL, and MATLAB. It is implemented mostly in Pythpa high-level versatile object-oriented
scripting programming language widely adopted keygbientific community. Apex Il has easily
extendable modular structure consisting of (i)dilgrof astronomical data reduction algorithms
and (ii) scripts (high-level interpreted progranisj specific data reduction tasks. Design of
Apex Il and its applications in low-level analyss$ data produced in observations of Earth-
orbiting objects are outlined in Kouprianov (2008)ost algorithmic details are also covered in
that paper. Here we concentrate only on the mopbitant features and latest algorithmic de-
velopments.



Figure 1. Sample raw CCD image from GEO survey.

Raw CCD image shown in Figure 1 displays sevesttimental artifacts that need to be
removed. The most obvious (and most annoying) emtlis vignetting characteristic to many
wide-field systems. As long as accurate CCD photoyrie not required, it is sufficient to only
flatten background to allow segmentation (sepanatib objects from background) by simple
global threshold; it does not matter whether baskgd comes from sky or vignetting or non-
uniformity of CCD chip. Figure 2 shows the resultcalibration of the same image; a fast auto-
matic sky background estimation algorithm involhieddescribed in (Kouprianov, 2008). The
ultimate goal of initial image processing is toad#tspace objects (shown enlarged in Figure 2)
and accurately determine their position in terms ahdé.

To achieve this, one needs first to detect referestars and perform astrometric reduc-
tion. Given (i) LSPC (least-squares plate consjaséution and (ii)XY positions of detected
GEO objects, theitd positions are obtained straightforwardiy. positions of space objects are
then (iii) correlated across several adjacent imagfethe same sky region to obtain tracks of
GEO objects and eliminate false detections. Thiesetmajor stages comprise Apex Il pipeline
for automatic reduction of space object observatidm the following section we highlight sev-
eral difficulties that arise in astrometric redoatiof CCD images from GEO surveys.



Figure 2. Calibrated CCD image. Regions around two GEO dbjae shown enlarged.

Reference Star Detection and Astrometry

As it was mentioned above, the characteristic feabdi CCD images from GEO surveys
are field stars appearing as streaks. Althoughishg®od for detecting space objects, this appar-
ently complicates dealing with reference stars geues. Things like atmospheric turbulence,
extinction fluctuations, noise, and optical abeorat distort star trails. As a result, a naive glob
threshold approach often fails to detect the whrdd, especially for stars close to detection
threshold, mostly due to their fragmentation. Tikislustrated in Figure 3.

To reduce fragmentation, we use a special kindradrlp morphological filter that utilizes
properties of star trail shapes known before preiogs their length and orientation are easily
calculated from pixel scale, exposure duration, tadking rate, while trail width can be esti-
mated from pixel scale and seeing. The followingagepn defines the result of filtering:

if (M = )
MGy = [1 if (M = K)(xy) > dZK.
0 otherwise, (2)



whereM(x,y) is the original unfiltered binary imag®l'(x,y) is filtered image, “*” denotes con-
volution, d is filter strength parameter, and filter kerKels defined as follows:

Figure 3. Binary CCD image after segmentation by globalgshadd: backgroune- black, ob-
jects— white. Enlarged region containing three star draliistrates the effect of fragmentation.
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In other words, 1's in the filter kernel reprodube estimated shape of a star trail, with its lbengt
and width; if star trail orientation differs fromd 180°, kernel is rotated accordingly.

Effect of the above filter is shown in Figure 4. Byingd, one can achieve the desired
balance between the number of fully detected rzal ftreaks and the number of artifacts de-
tected as stars.

We should also mention that the global thresholdréberence star detection is chosen
automatically based on image histogram. The idéadehis is quite simple: we just select such
grayscale level that the number of pixels briglien this level constitutes the fixed fraction of
the total image area. Thus we get always the sameidn of image covered by reference stars,
which helps to adapt to varying atmospheric coadgiand stellar field densities.



Figure 4. Binary CCD image after morphological filtering fetar trail enhancement: back-
ground— black, objects— white. Enlarged region is the same as in Figure 3.

In case of sources with noticeable apparent matidhe image, it is important to clearly
define which point within the streak left by theuste corresponds to which exact moment of
time during integration. We choose the easiestaggbr and assume that the visible center of
streak corresponds to mid-exposure time. This hasnaer of implications, including those re-
lated to the times of opening and closing of mew@rshutter and to the possible optical vari-
ability of sources (inherent or induced by atmospheHowever, this still remains the most ac-
curate and easy to implement method for most dflifeasituations. Thus we need to obtafiv
positions of centers of all field star trails. Tiesdone by PSF fitting with a special type of goin
spread function suitable for trailed sources, axdleed in Kouprianov (2008). Other properties
of stellar images, including their lengths, widthsid fluxes, are determined as well. Figure 5
shows a simulated image with real field stars apprated by their ideal models obtained by
PSF fitting. One may observe a number of artiffoése — mostly caused by overlapping of mul-
tiple star streaks. The latter is very difficulthandle, which imposes two important restrictions
on observations: (i) exposure time should not loeldag to reduce length of streaks and (ii) one
should avoid rich stellar fields in the Milky WaVhis also reduces the probability of overlap-
ping with space objects, which is critical for addility of their detection.



Figure5. Simulation image of reference stars.

When PSF fitting is complete, several criteriagpplied to eliminate false and unreliable
detections. Most important of them are constraomt$ull with at half maximum (FWHM) across
the trail and on deviation of measured length anentation of trail from expected. Stars that
pass these criteria undergo the classical diffexleastrometric reduction sequence that includes
matching against reference catalog and obtaining@.Solution by fitting a parameterized plate
model that maps<Y catalog positions to measurety positions of reference stars (see e.g.
Green, 1985). For large fields of view common tosey cameras Tycho-2 (Hgg et al., 2000) is
the catalog of choice; however, for instrumentshviields of view less than about 1° UCAC3
(Zacharias et al., 2009) appears to be also saitabl

Apex Il has a number of predefined plate modelsh haear and non-linear in parame-
ters. An important issue with wide-field opticalksgms is the presence of residual optical aber-
rations, especially at image corners, that neebet@liminated to achieve accurate astrometry
across the whole field of view. From the point adw of differential astrometry, any optical ab-
erration can be treated as generalized distortiena systematic displacement of centroids of
stars; then, if we have enough reference stargrtden parameters are obtained just as any other
plate constants. An example of such model is alsimybic model with all terms:



1000f N~ N\ 111277 /7 -
_ SNNNNY Yy
500 NN IR I e
| \\“11!77?#}/’/ /
] \\\“‘11|rrprp;////_
600—\\\\\‘\ﬂ““'r"))‘c'/)//—
-xx‘x“\agq\\\“'""P)))‘r‘r‘/—
400—3‘\\.‘.\ AANANNNTY YT PP b s op
SO N T T T B B Y S SRR
200—-‘=ﬁ.hhhhk‘\\ I Y N PR R
p— T - A A - A ad a -
>
&0——.‘—"‘"‘“".‘ - ol ] o el el el e
;\ -—"a—rl'-'v.-r'b- - Ny w W W W = .
-200—-—*"~"rrrvw(‘ T . 2 A B B i
AR AR AR AR RGN Y 2 20 2 At
-400_/’,”/1((((““L.‘\““\xk
-600///'”‘44114LL\\\"‘\‘\\-
/x"l{(:.l;:i;t\*‘t‘x‘\\Q.
-800//;;#44‘aasu\\:\\q |
EREREEEEEN \\
Fo 0 T ]
] p ]
o AN

-1000 -800 -600 -400 -200 O 200 400 600 800 1000
x [px]

Figure 6. Example of optical distortions of a typical ISObhgey camera. Displacement vectors
are enlarged by factor 20.

3)
wherex andy are catalog positions, whilé andy’ are measured positions. Another one (Brown,
1966) is suitable for handling pure radial and &gl distortions:

¥ = A+Bx+Cv+ Kirix + Kyrix + Br® + 2x3) + Bxy,
Y =D+ Ex+ Fy+ Kyr?*y + Kar4y + B (r* + 2y*) + Py, (4)

wherer? =2 +y2.

However, when optical distortions become extrentalge, even choosing the appropri-
ate plate model might appear insufficient. Due ¢oyMarge deviations of actual reference star
positions from their expected positions, especiallythe peripheral parts of image, catalog
matching algorithm may fail with such stars, soytimn’t be included in the final LSPC solu-
tion. This will result in systematic errors at ineagdges. An example of image with strong opti-
cal distortions is shown in Figure 6. The solutisrto perform all astrometric reduction steps
several times, with more and more peripheral diamg included at each iteration as LSPC so-
lution becomes more and more reliable over the &feld of view. This technique leads to ex-
cellent accuracy even in the presence of stronrtisns provided plate model is adequately
chosen. As a real-life example we would mention phee positional accuracy of about '0.1
along each axis for pixel scale of"1@ixel that is achieved in good atmospheric coads.

GEO Object Detection

As one can see from Figure 4, space objects magne@pparent even in the course of
reference star detection, so, at first glancegtieeno need in a separate space object detection



Figure 7. Effect of morphological filter (5), (6) on a fragmt of binary image containing star
trails and a single GEO object. Left: before filer, right: after filtering.

step. Unfortunately, this is the case only for btrigoint-like objects. Fainter objects, as well as
those having considerable apparent motion diremtedss diurnal motion of stars, are wiped out
by star trail enhancement filter. Moreover, fortbetcomputational performance, the global
threshold for reference star detection is chosenpewatively high to take only as many stars as
needed for accurate astrometry, so we merely ltmsespace objects. Therefore it is necessary
to establish a separate space object detectior,stath as low detection threshold as possible
(in practice, we use thresholds of down tas2\Wwheres is noise level).

Of course, such low threshold values would resullarge amounts of false detections
(here a field star is also considered a “false aliete”). Fully processing all these detections to
determine whether they are false or not would berattical from the computational point of
view. Hence we need to work out a process thatkgueliminates most of false detections, in-
cluding stars, as early as possible, leaving spagects intact. Here the morphological differ-
ence between space objects and stars comes igto pla

One of the possible ways to remove groups of pibeftdy star trails is to use technique
similar to that described in the previous sectiout, acting in the opposite direction. Filtering
operator is now defined as

MG y) = {1 if (M =R)(x,v)<d Zh and M(x,v) =0,

] otherwise. (5)

Note that “>" in (1) is replaced by “<” here, whicheans that we are eliminating structures of
the given shape instead of highlighting them. Swweeneed to remove all streak-like structures
of known length and directed along the line of dairmotion of stars, the corresponding filter
kernelK is defined as

K=(1 111111111111 1) (6)

And, again, the kernel is rotated appropriatelyoading to the orientation of star trails if it dif-
fers from 0 or 180°. Just as befodegontrols strength of filter and is chosen emplhyctor each
instrument and observation site to find optimunwaen the efficiency of elimination of star
trails and undesirable effect of filter on (esplgigery bright) space objects.

Figure 7 illustrates how this filter helps to elimte most of star trails and noise detec-
tions. However, considerable amount of noise deteststill remains after this process, as one
can see from the right part of Figure 7. These@moved by one more filter of the same class as
(1) and based on the same idea, but now with ardiit kernel
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Here 1’s fill the footprint of the conventional ig@ PSF (which is 5x5 pixels in this example),
so the filter (1), (7) in fact highlights real sttures that are blurred by atmosphere and optics, a
the same time eliminating sparsely distributed Igixeoduced by noise and remains of faint star
trails. We should mention that our approach resemBISF convolution technique widely used
to improve detectability of faint objects. HowevBSF convolution is very prone to false detec-
tions triggered by bright spots from either noikectuations or cosmetic defects of CCD chip.
On the contrary, morphological filter describedehacts on a binary image and is free from this
drawback. This can be easily seen in Figure 8.

Figure 8. Effect of morphological filter (1), (7) on a fragmt of binary image with star trails
eliminated by filter (5), (6). Left: before filtarg (same as Figure 7 right); right: after filtering

Then potential space objects detected with the dielpese two morphological filters un-
dergo PSF fitting procedure to obtain their acaupsitions, fluxes, and shapes. Based on their
individual PSF properties, some possible spuriaisalions are removed. For the rest of them,
their a0 positions are calculated using LSPC solution olethias described above. This com-
pletes the second of three main data reductiorestag

Cross-correlation of Detections

Despite the thorough elimination of possible spusidetections described above, images
may still contain some false objects — especialtiiey were obtained in bad atmospheric condi-
tions. The only way to remove them is to compaseteof adjacent images of the same sky area
to find objects that are common to all (or at leasist of) these images. Success of this greatly
depends on the survey planning strategy: durati@series should not be too long, or else fast-
moving space objects will leave the field of vieand combination of exposure duration and
density of stellar field should prevent frequenitismns of space objects with star trails.

Cross-frame correlation is implemented as a kinthrafe-force approach: we construct
all possible linear or slightly curved paths thrbwdl combinations of detections in,§,t) space.

Each path is an independefitdr 2'° degree polynomial fit t5:{-:} andsf:}, wherek enumerates
sequential images in the series andnumerates individual detectionskith image. Such path
is considered valid, i.e. corresponding to a tratla real space object, if it satisfies a certain
number of constraints on (i) the absolute valugeadbcity, (ii) proximity of velocity to apparent
velocity of stars due to their diurnal motion,)(jiath curvature, and (iv) deviations of individual



detections from their path. Of course, the numbeallopossible combinations of detections is
enormous even for comparatively small number ofgesain the series (usually 5 to 10) and in-
dividual detections in each image (usually onewar tlozens), so we exclude deliberately false
paths as soon as possible to reduce the numbariaits to try. Figure 9 gives an idea of this
procedure (the upper object in Figure 2 is closex®, while the lower one — to= 200).
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Figure 9. Cross-frame correlation of detections. Left: vatidcks from the first two frames;
right: only two valid tracks left after scannind &lframes in the series. Positions of individual
detections in each of the 5 images are indicatetiroles.

In addition to four constraints mentioned abovesstframe correlation pipeline discards
tracks with less thari\y2] + 1 or 4 detections, whichever is larger, whgns the number of im-
ages in the series. Collisions that occur whemglesidetection belongs simultaneously to multi-
ple tracks are handled by leaving detection in thetk where its deviation is smaller. For all
tracks that pass the procedure described we perifatial orbit determination, check that the
orbit is valid, and exclude outliers.

All tracks produced by the process described alaogdhe final result of initial data re-
duction for GEO surveys. Apex Il pipeline that implents this algorithm can be fine-tuned to
achieve the desired balance between reliabilitjgsofesult (i.e. number of false detections) and
the overall sensitivity with respect to faint andi@st-moving space objects. It is also possible to
visually check space objects detected and makenangssary changes to results of automatic
data reduction.

Computational Efficiency and Real Time

As we already said at the beginning of this pagermportant requirement for automatic
GEO survey data reduction software is its abilityptocess all data in real time on very moder-
ate computer hardware. Moreover, this should béaet without excessive optimization to al-
low working with varying implementations and bumdgjiof optical sensors.

In this respect, solutions based on Python progragyrtanguage appear to help in
achieving the desired balance between these twliatong prerequisites. Although scripting
languages are generally thought to be relativelw slompared to compiled languages, in reality
the situation is often just the opposite. The raasothat high-level algorithmic improvements
can result in far more dramatic increase in contpartal efficiency than low-level optimization
available to compiled languages. Indeed, Pythawallone to combine both types of optimiza-
tion. Being a high-level language, it allows toigasperate with large blocks of code almost at
the level of their algorithmic description, whickegtly simplifies complex algorithmic optimiza-
tions. At the same time, low-level computationgessally most time-consuming of them, that
form Python library for scientific computing areeddy implemented in C or Fortran and are
well tested and tuned over the years of their Bs®lly, dynamic nature of the language and its



run-time flexibility contribute greatly to adaptéty of Apex Il to different types of images, in-
strumentation, and atmospheric conditions.

Python has also built-in support for simple symimebrocess-based parallelism which
becomes essential when running on multi-procesedr maulti-core computers. Although the
standard Python scientific computing library mosdlgks automatic support for multiple proces-
sors, Apex Il library eliminates this defect onigher level. Most of algorithms that are inher-
ently parallel are written in the way that autoroally takes advantage of multiple processors;
furthermore, multiple input images are also proedss parallel. A combination of these two
approaches leads to effective performance incrabmest equal to the number of processors
available.

To give a rough idea of computational performantépex Il when processing GEO
survey data, we use as an example one of ISONab@ensors with 5.5°x5.5° field of view,
3Kx3K CCD chip, and 4-core 2.8GHz computer. The fdta reduction pipeline partly de-
scribed above takes about 45 seconds in averagedess 4 images (one per core) in parallel.
On the other hand, depending on survey strategicabsensor produces 20 to 30 frames in 10
minutes, i.e. less than 4 frames per minute — o r@auction performs at least 1.3 times faster.

Unfortunately, most of CPU time is taken by pix@eeaations, including mainly back-
ground estimation, noise statistics, filtering aR8F fitting. Most of such operations scales
roughly as the number of CCD chip pixels, so preitgsa 4Kx4K image would takel.7 more
CPU time, which already breaks real-time requireisieiHowever, by slightly adjusting survey
strategy and/or making background estimation admiirser, we can meet this requirement even
in that case.

Conclusions

Here we described several of many challenges grisirthe task of real-time automatic
reduction of GEO survey data in particular and afeafield imaging data for various types of
high Earth-orbiting objects in general. We desatibiee possible methods to solve some of these
problems and how they are implemented in Apex Rython-based software platform for astro-
nomical image analysis used by ISON members arel é¢fams to obtain positional and photo-
metric measurements of Earth satellites, spaceigjedsteroids and other near and deep space
objects.

The first group of problems is related to diffeiahtaistrometric and photometric reduc-
tion of CCD images with trailed reference starsfield that is practically not covered by widely
used image analysis software. Algorithms involveclude a special class of morphological fil-
ters that helps detecting star trails and a gemedhlPSF fitting technique suitable for trailed
sources. A special treatment is also required tulleastrong optical distortions of wide-field
imagers: in such case iterative LSPC reductioh pihte model containing distortions can help.

The second group is connected with detection ofespdjects in a single CCD image
that look differently than star trails. Solutioroposed here involves the same class of morpho-
logical filters that is used to free binary ima@esn anything except such objects.

A separate problem is correlation of individualetgions from several CCD images into
a single track of space object. This problem iveblby constructing all possible linear or
slightly curved paths ina(d) space that approximate measured positions otuabs as they
move from image to image by a smooth curve, wisetof constraints that help to eliminate
false detections remaining.

The last group of problems is the overall compatsl efficiency of data reduction and a
demand for real-time processing on ordinary compligéedware. Apex |l faces these problems
by choosing C and Fortran implementations of mias¢4iconsuming parts of algorithms that are
well-tuned and tested. At the same time, most pluveptimizations, including support for
multi-processor computers, are done on Python knalalmost coincides with the level of algo-
rithmic description.



Therefore, currently Apex Il answers all demandsdotomatic real-time processing of
GEO survey data and observations of other simitsses of objects that arise in routine opera-
tion of ISON network.
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